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Abstract—We address the problem of hemodynamic computational modeling in the left heart complex. The novelty of our approach lies in the exploitation of prior patient specific data resulting from image analysis of Transesophageal Echocardiographic Imagery (TEE). Kinematic and anatomical information in the form of left heart chambers and valve boundaries is recovered through a level-set-based user-in-the-loop segmentation on 2D TEE. The resulting boundaries in the TEE sequence are then interpolated to prescribe the motion displacements in a computational fluid dynamics (CFD) model implemented using Finite Element Modeling (FEM) applied on Arbitary Lagrangian-Eulerian (ALE) meshes. Experimental results are presented.

I. INTRODUCTION

A s stated by Yoganathan [1], heart and valve biodynamics and the mechanisms ensuring their proper functioning are controlled by many complex multiscale factors including the surrounding hemodynamic environment. This paper addresses the problem of computing the blood motion flow field through the left heart chambers. We believe that our computational approach will be beneficial for aiding the assessment of the heart dynamical and functional behavior. Such information can be exploited in surgical planning systems to help predict the outcome of complex reconstructive surgeries such as cardiac valvuloplasty. This work can also be used to augment TEE rendering, and assist cardiologists and clinicians in better assessing pathologies such as heart valve regurgitation, by providing a higher resolution and more complete (i.e., full vectorial) picture of the flow when compared to the current Doppler echocardiography. TEE is the imaging modality chosen for this work since it is flexible and non-ionizing and can be exploited both pre- or intra-operatively.

Mathematical modeling of cardiac physiology and biodynamics was pioneered by Peskin [2, 3], who introduced a method based on Fluid-Structure Interaction (FSI), termed the “immersed boundary” (IB) approach [4]. Ongoing work is being pursued to extend IB and address some of its reported limitations including (1) the valve’s infinitely thin structural approximation, with no slip, where the fluid is ideally viscous and cannot admit discontinuities, and (2) the inability to model static loading, bending and shear behavior [5]. Yoganathan [1, 6] reported other FSI models extending IB to solve for 3D incompressible Navier-Stokes equations applied to left-ventricle motion. Reul [7] used FSI to model a single leaflet in a tube. Watton [5] extended IB to simulate a polyurethane replacement valve placed in a cylindrical tube, subject to physiologic periodic fluid flow. Einstein [8] reported a coupled FSI mitral model immersed in a domain of Newtonian blood. This model had anterior and posterior leaflets but did not include other structures such as the left ventricle. Espino’s recent 2D model [9] simulated the left ventricle-generated blood flow by adding a non-anatomical inlet at the left ventricular apex.

Most prior work in heart computational modeling does not include patient specific data, with some recent exceptions [10, 11]. Howe’s [11] work uses a simpler computational model inspired by computer graphics to characterize the closed mitral valve position using mass-spring dynamics, but does not address hemodynamics effects. Recent nascent “integrative” approaches to heart modeling include projects such as the cardiome [12], REO [13-16] and the Virtual Physiological Human programs [17].

The novelty of our approach compared to prior work, lies in the fact that it incorporates patient-specific anatomical and dynamical information by using 2D TEE segmentation for hemodynamics modeling. Sections II and III describe the techniques for segmentation and CFD, while Section IV reports experimental results.

II. HEART WALL SEGMENTATION

In our proposed image-driven CFD approach, structural boundary information is obtained by first segmenting the atrial and ventricular endocardial surfaces on 2D TEE imaging data. Statistical segmentation methods characterizing intensity or texture such as [18] may be inadequate for echocardiography, because texture and intensity are not uniform in this modality. Among recent image segmentation methods, level sets (LS) [19] are of particular interest as they can be made to rely on edge rather than intensity information.

Segmentation using level sets is obtained by considering the contour of a 3D function [20]. This 3D function represents a volume which expands under a driving force $F$. The method locates the domain boundary $C(s^*)$ by solving the evolution equation (Eq. (2)) for the stationary...
point * of:
\[ C(s) = \{(x,y) \mid \phi(x,y,s) = 0\} \]  
(1)

The evolution equation for \( \phi \) is given by:
\[ \frac{\partial \phi}{\partial t} + F \cdot \nabla \phi = 0 \]  
(2)

This is called the level set equation \([20, 21]\). Key design choices guiding the success of the level set method are the choice of \( F \) and the selection of the stopping criteria. In our approach, the force is designed so that the curve expands or contracts to encompass a structural entity such as the intraventricular cavity.

When \( \phi \) is updated over time using the original LS algorithm, it tends to slowly depart from the actual signed distance function, and must be periodically reinitialized, leading to inefficiencies. We follow the recent variational approach introduced by Li \([22]\) to resolve this issue. Li includes a penalty term to evolve \( \phi \) so that it is close to the signed distance function. Using the signed distance property \( |\nabla \phi| = 1 \), a new constraint can be introduced:
\[ P(\phi) = \int \frac{1}{2} \left( |\nabla \phi| - 1 \right)^2 \ dx \ dy \]  
(3)

where \( \Omega \subset \mathbb{R}^2 \) represents the domain of \( \phi \). Using this metric, a new evolution equation is then expressed as:
\[ \frac{\partial \phi}{\partial t} = -\frac{\partial \xi}{\partial \phi} \]  
(4)

\[ \varepsilon(\phi) = \mu P(\phi) + \varepsilon_n(\phi) \]  
(5)

where \( \mu > 0 \) is a weighting term that controls how closely \( \phi \) must follow the signed distance function, and \( \varepsilon_n(\phi) \) is the function that drives the curves evolution to the desired goals. \( \varepsilon_n(\phi) \) is defined as:
\[ \varepsilon_n(\phi) = \lambda L_\phi(\phi) + \nu A_\phi(\phi) \]  
(6)

where \( \lambda > 0 \) and \( \nu \) are weights controlling the curve length and areas penalties. The length and area terms are given by:
\[ L_\phi(\phi) = \int_\Omega g \delta(\phi) |\nabla \phi| \ dx \ dy \]  
(7)

\[ A_\phi(\phi) = \int_\Omega g H(-\phi) \ dx \ dy \]  
(8)

where \( \delta(\phi) \) is the Dirac delta function and \( H(\phi) \) is the Heaviside function. \( g \) is the force field derived from the TEE image driving the curve evolution. The new formulation is then summarized as:
\[ \frac{\partial \phi}{\partial t} = \mu \left[ \Delta \phi - \text{div} \left( \frac{|\nabla \phi|}{|\nabla \phi|} \right) \right] + \lambda \delta(\phi) \ n \ \left( g \frac{|\nabla \phi|}{|\nabla \phi|} \right) + \nu g \delta(\phi) \]  
(9)

As indicated earlier our force is based on image edges:
\[ g(x,y) = 1 - \left( \frac{\nabla I(x,y)}{M} \right) \]  
(10)

This function behaves like an ‘inverse’ image map of the edges where the edge values are small (close to zero). \( \nabla I \) is the intensity gradient and \( M \) its maximal value.

We have used this methodology to automatically segment myocardial wall boundaries on 2D TEE images (see experiment section). Several characteristics of ultrasonic imaging make segmentation difficult when compared to CT or MRI including decreased spatial resolution, clutter noise, and imaging artifacts (e.g., obscuration, out of plane anatomical structures emerging in 2D TEE). To address these issues, and to strike a balance between speed and accuracy, we have combined an automated method for preliminary segmentation with a user-in-the-loop inspection and correction step to yield the final segmentation fed to our CFD. Another issue with level sets is the seeding (initialization). Currently this is done manually and one possibility is to exploit the segmentation found for an image at time \( t \) to define a new seed for the frame at time \( t+1 \).

III. COMPUTATIONAL FLUID DYNAMICS MODELING

We have developed a finite element model of the left ventricle assuming incompressible fluid properties for the blood. In contrast with methods requiring dual-domain models including both solid and fluid domains, with fluid-structure interaction, our model is a simpler fluid-only model. A dual model would necessitate prescribed forces while our single fluid domain model requires only prescribed endocardial wall motion, which can be directly measured using patient imagery, as explained in the previous section.

Given the prescribed wall anatomy and boundary conditions, we solve for the blood motion field. The flow velocity field \( v \) is found as the solution of the incompressible Navier-Stokes equations expressed as:
\[ f = \rho \frac{\partial v}{\partial t} + \rho v \cdot \nabla v - \nabla p + \nabla \cdot T \]  
(11)

where \( f \) is the external force, \( T \) the stress tensor, \( \rho \) denotes the fluid density affecting the convective terms, and \( p \) is the pressure. Additionally, the dissipative term \( \nabla \cdot T \) is further specified as:
\[ \nabla \cdot T = \eta (\nabla v + (\nabla v)^T) \]  
(12)

where \( \eta \) is the dynamic viscosity. Finally the incompressible fluid constraint is expressed as:
\[ \nabla \cdot v = 0 \]  
(13)

Pressure release boundaries were placed in the pulmonary vein and aorta to form a closed system. The boundary conditions and above equations are solved using an Arbitrary Lagrangian-Eulerian (ALE) mesh.

The final segmented boundary is represented by a time-series of rational B-splines each with an equal number of control points. Motion of the control points is specified through cubic spline interpolation from frame to frame. Motion of each boundary segment \( \partial \Omega_i \) is obtained through the B-spline parameterization:
\[ \partial \Omega_i = \frac{(1-s)^2 P_i + \sqrt{2}s(1-s)P_{i+1} + s^2 P_{i+2}}{(1-s)^2 + \sqrt{2}s(1-s) + s^2}, \ s \in [0,1] \]  
(14)
A time-dependent domain is defined by the motion of the boundary which is discretized by the ALE mesh. The time-dependent blood flow is solved on this domain with a moving-wall boundary condition which ensures that the flow velocity is equal to the domain velocity at the boundary.

Figure 1 A simulated model for the left heart complex along with the Arbitrary Lagrangian-Eulerian mesh.

IV. RESULTS AND DISCUSSION

A preliminary experiment used a finite element model of the left heart undergoing simulated prescribed motion. We used a rudimentary anatomy for the left atrium, left ventricle, a portion of the ascending aorta, and the aortic and mitral valves. The left atrium was modeled as a circle, the aorta was a wide bent tube, and the ventricle was the bottom half of an ellipse. The model’s dimensions were chosen based on clinical ultrasound imaging studies.

Left ventricular myocardial contractility was simulated by synthetically varying the intracavitary diameter of the ventricle sinusoidally with physiologic amplitudes. For the mechanical characteristics of the blood, we used typical values for the blood density and viscosity found in the literature [9] with \[\rho = 1.06 \times 10^3 \text{ kg/m}^3\] and \[\eta = 2.7 \times 10^{-3} \text{ Pa s}\]. The geometry and the resulting initial resting ALE mesh are shown in Figure 1. Figure 2 and Figure 3 show the resulting blood flow velocity field computed during diastolic motion (valveless example) and systolic motion (example with valves). The generated blood flow in general and specifically the presence of vortices in the atrium during diastole are consistent with physiological observations.

A second experiment involved TEE-driven modeling. Results of the application of the automated segmentation are shown in Figure 4. We have found, as in other studies [19, 23], that the LS method provided promising results. However, in our experience, it is not always immune to errors especially due to the poor resolution of 2D TEE data. Another issue with LS is that of traversing anatomical boundaries which is related to the selection of stopping criteria. One last issue lies in the potentially limited field of view of ultrasound imagery which sometimes omits important anatomical features (e.g., left ventricle apex, papillary muscles, etc.). For all these reasons we felt it important to complement our approach with user intervention. Results of automated and subsequent user-based segmentation are shown in Figure 4.

Figure 2 Result motion flow estimation obtained using a valveless model during diastole.

Figure 3 Flow computed in a simulated model with valves during systole.

The results of the computation of flow magnitude and direction on patient imagery are shown in Figure 5. Figure 6 shows a close up on the patient flow around the mitral valve during systole. The patient suffered from valve insufficiency and our method displays a regurgitating flow past the mitral valve leaflets which is consistent with the patient pathology. One of the limitations we have found in our method is in its handling of very large deformations such as closure of the mitral valve during early isovolumetric contraction. Such large-scale deformations cause the ALE mesh to greatly deform and the domain must be periodically remeshed. Even with remeshing, some mesh elements can become inverted at which point the solution breaks down. We intend to address these issues and other limitations cited earlier in future work.

V. CONCLUSION

We proposed a novel patient specific, TEE image driven CFD method for recovering flow in the left heart chambers. Preliminary results are presented and show the promise of the approach. Future goals are to address certain limitations
of the method to remedy ALE mesh behavior and to extend the method to 3D.

Figure 4 Result of segmentation obtained using our level set method (left) and the subsequent user-refined segmentation (right).

Figure 5 Result of flow computation on a model driven by TEE segmentation data.

Figure 6 Detail of the computation on a model driven by TEE segmentation data showing blood regurgitating through mitral valve.
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